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Abstract— Physical Human-Robot-Interaction (pHRI) is ben-
eficial for communication in social interaction or to perform
collaborative tasks but is also crucial for safety. While robotic
devices embed sensors for this sole purpose, their design often
is the results of a trade-off between technical capabilities and
rarely considers human factors. We propose a novel approach
to design and fabricate compliant Human-like artificial skin
sensors for robots, with similar mechanical properties as human
skin and capable of precisely detecting touch. Our artificial skin
relies on the use of different silicone elastomers to replicate
the human skin layers and comprises an embedded electrode
matrix to perform mutual capacitance sensing. We present the
sensor and describe its fabrication process which is scalable,
low-cost and ensures flexibility, compliance and robustness. We
introduce Muca, an open-source sensing development board and
then evaluate the performance of the sensor.

I. INTRODUCTION

Robots are increasingly present in the physical environ-
ment. Direct Human-Robot-Interaction is therefore a key
feature to ensure safety and adapt robotic behaviour to a
user’s interaction. Detecting direct touch interactions and
contacts is an ongoing challenge in robotics, particularly in
collaborative and social robotics, where robots must be able
to sense the interactions and predict the user’s intent. During
human-human social interactions, touch is performed and in-
terpreted through the skin. This sensing organ is ubiquitous,
covers our whole body and we know how it behaves when we
touch it. While artificial skin sensors have been developed to
widen the robots’ sensing capabilities, the current solutions
do not yet combine robust sensing with familiar human-
like look and feel. We argue that replicating the mechanical
properties of human skin to design an artificial robotic skin
could promote intuitive interactions with robots and is a
new step towards user-friendly humanoid robots and physical
Human-Robot Interaction (pHRI) [1], [2], [3].

Different approaches to design and fabricate artificial skin
have been proposed [4], [2], [5], [6]. Force-sensing resistors
(FSR) were traditionally used to sense touch because of their
accessibility [7] and their relatively low cost. They motivated
the development of resistive [8] or piezo-resistive [9] robotic
skins and were implemented in robotic systems [10], [11].
These sensors can effectively sense human touch but tend to
be hard to implement. They often consist of a sandwich of
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Fig. 1: a) Human-Like Artificial Skin Sensor on a xArm 6’s
joint. b) The fabrication method allows to create flexible
sensors with different shapes and mechanical properties.

conductive rubber or textile [12], [13], [14], [15], [16], result-
ing in a complex fabrication process and wiring. Capacitive
sensing is nowadays the most commonly used technique [6].
It presents a lower hysteresis, but its fabrication method is as
complex as those of resistive or piezo-electric robotic skin.

Covering a large surface of a robot generally makes use
of distributed arrays of discrete sensors, also referred as skin
patches [17] or taxels[18]. Although this technique provides
a relatively high density of sensors, they are often attached
to underlying PCBs (see [12], [19]) which do not strictly
conform to the robot’s surface. Moreover, the multiplication
of electronic components increases the cost and requires a
complex network architecture [20], [21]. The design of a
skin sensor is often a trade-off between sensor resolution,
accuracy or robustness. Few artificial skin sensors consider
reproducing the comfort and tactile properties of human skin.
Efforts are made to hide the sensor behind the robot skin and
render a comfortable touch. To replicate the softness of the
skin, some sensors embed a soft cushion layer [22], [11]
or cover the sensing elements with textile, for instance on
the iCub robotic platform [18]. Other sensors are covered
with silicone-based materials to give a more “pleasant” and
human-like feel [23], [24], [25]. Overall, the human-like
and comfort aspect is seen as an extra layer covering the
sensing technology. We argue that comfort aspects should
be given equal priorities than technical characteristics during
the design process. Not only would it provide better sensor
integration over a robotic device but also offer opportunities
in terms of improved robustness and performance.



Anthropomorphism is commonly used to design humanoid
robots, yet the design of skin sensors rarely follow these
principles. We follow the tradition of human-friendly artifi-
cial skin [26], [27] and adopt specific requirements for the
design of our sensor:

1) The tactile acuity (or resolution) of artificial skin
should be high and allow to detect complex tactile
information, such as single touch or multi-touch finger
pressure, location or shape.

2) The artificial skin should be soft, comfortable to touch
and have haptic properties similar to human skin.

3) The geometry and materials of artificial skin should be
compliant to fit the robot’s curved surfaces and cover
large surfaces.

4) The artificial skin should be low-cost and easy to
fabricate in order to foster replication and widen its
use within the robotic community.

Based on these requirements, we propose a novel human-
like artificial robotic skin sensor that reproduces the kines-
thetic properties of the skin while providing robust touch
sensing capabilities. The design of this sensor draws in-
spiration from the three main layers the human skin is
composed of: epidermis, hypodermis and dermis. We use
silicone elastomers with different properties to reproduce
the epidermis and hypodermis layers. These layers provide
realistic touch feedback, softness and flexibility and make
the sensor both adaptive to the robot’s shape and comfortable
for the user to touch (Fig. 1b). To sense touch, we rely on
projected mutual capacitance, which detects human touch
by measuring the contact force and contact area with a high
acuity.

This work aims at improving pHRI by proposing an artifi-
cial skin that is precise, robust, low cost, deformable, familiar
and intuitive to use and that can be easily replicated by
Robotics practitioners. We build upon a previously published
prototype [28] in Human-Computer Interaction. In this paper,
we improve the previous iteration and describe in detail the
sensor working principle and present its fabrication method,
open-source electronics and signal processing pipeline. We
then evaluate the sensor response to touch, force, its spatial
resolution and the effect of curvature. Finally we present an
implementation for a robotic arm (Fig. 1a).

II. METHODS AND APPARATUS

A. Design Considerations

We use the human skin layers as a guideline to reproduce
their sensing capabilities and mechanical properties in the
presented sensor. Three main layers compose the human
skin and influence its mechanical response to stretch, strain
and pressure as well as its tactile perception abilities. First,
the epidermis is the external and visible part of the skin.
It has a variable thickness between 0.3mm and 1mm [29]
and a typical surface texture. This layer is solid and acts
as a barrier to the external world. The hypodermis is the
bottom-most and thickest part of the skin. It is considered
as viscoelastic [30], measures around 10mm and is primarily
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Fig. 2: Layered structure of the sensor. The sensing elec-
trodes are situated in-between two layers of silicone with
different mechanical properties.

composed of body fat. It provides mechanical support to the
other layers and acts as a natural cushion when we compress
the skin. Finally, the dermis layer is located in-between these
two layers. With a thickness that varies between 0.9mm and
2.5mm, this layer can resist to high tensile strength and
comprises our touch sensing nerves [31], [32], which respond
to tactile and kinesthetic stimuli. The density of the tactile
receptors depends on the location on the body. Overall, the
skin spatial acuity is in the order of 8mm, with a variation
from 2.3 mm inside the palm, 7mm on the forearm and up
to 15mm on the thigh [33], [34], [35].
These design considerations inform the inner layers of the
sensor, impact the choice of material and define the require-
ments for the sensing method.

B. Sensing Principle

The sensing principle is based on projected mutual capac-
itance. This technology is the industry standard for multi-
touch sensors and identifies touch by measuring the local
change in capacitance on a grid array of conductive traces
(or electrodes) in X and Y directions. At each electrode
cross-section, a capacitor is formed, hence creating X ×
Y capacitors on the surface. When a human finger gets
close, capacitance coupling between the two electrodes is
reduced as the electric field between them is disturbed by
the finger (Figure 3-a). When the two electrodes get closer,
the mutual-capacitance coupling increases. There are two
types of electrodes, one in each direction: the emitting elec-
trodes and sensing electrodes - conventionally called transmit
electrodes (Tx) and receive electrodes (Rx). To measure a
capacitance, we sequentially apply an excitation signal to
each Tx electrode while Rx measures the received signal. A
user’s touch decreases the mutual capacitance (CM ) between
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Fig. 3: The sensing principle is based on projected mutual
capacitance. a) A finger approaching a cross-section of Rx
and Tx electrodes disturbs the nearby electric field and
decreases the capacitance (CM ) between the electrodes. b)
Equivalent circuit diagram.



Fig. 4: The fabrication process of the sensor is easy and
requires only little fabrication skills. 1) Prepare the external
layer. 2) Position the electrodes in a grid pattern. 3) Add
a layer of viscous silicone. 4) Solder the electrodes to the
electronic board.

the electrodes by 0.1pF up to 2pF (Figure 3-b). Different
electrode patterns impact the reading precision [36]. One
advantage of mutual capacitance over self-capacitance or
resistive arrays is that it can capture true multi-touch input,
reduce ghost points [37] and detect a finger hovering prior
to touch. Our sensor uses a rectangular electrode pattern that
consists of a simple overlapping of straight lines. This pattern
is slightly less efficient than the common diamond pattern,
nonetheless it is much easier to implement and fabricate,
as demonstrated in the following sections. The spacing and
thickness of the electrodes affect the overall resolution and
the absolute capacitance measurements at a given point.

C. Sensor Material And Fabrication

Skin Material Choice. To fabricate the sensor, we use
various platinum cured silicone products from Smooth-On
Inc. The silicone is used in soft robotics [18], [38] because of
its variable strain resistance and viscoelasticity, which makes
it the ideal material to reproduce the different skin layers.To
create the top external layer (epidermis), we use Dragon Skin
Fx-Pro (Smooth-On Inc). This silicone has a shore hardness
of 2A and is often used to create flesh-like prosthetics
because its surface texture is close to human skin [39], [40],
[41] and it can also be pigmented.The hypodermis is made
with EcoFlex Gel (Smooth-On Inc) which is an extremely
soft (negative shore hardness of 000-35) and flexible silicone
with human fat-like mechanical properties [42], [43].

Electrode Material. Inspired from the sensitive middle
layer of human skin, the dermis, the middle layer of our
sandwich comprises the sensing electrodes. These are the
critical elements to perform an efficient mutual capacitance
measurement. While conductive elastomers are often used to
create robotic skin [44], their electrical resistance is often
too high to detect changes in the order of pF. Moreover,
it is difficult to manually coat and successively overlap
patterned layers. For this reason, we decided to use an off-
the-shelf conductive yarn (Datastretch by TibTech). The yarn
is made of copper, is 0.2mm thick, with a conductivity of
4.2Ω/m and is stretchable up to 30%. Its small thickness

and high stretchability provide a thin sensing layer while
maintaining compliance with silicone properties. The yarn
is also electrically insulated and hence does not require a
complementary dielectric layer between the electrodes.

Fabrication. The sensor fabrication requires little skills in
digital fabrication and follows a four-step process (Figure 4).

1) Create a thin (about 1mm) layer of Dragon Skin FX-
Pro that acts as epidermis and insulates the sensing
electrodes from direct touch. This layer can optionally
be casted over a textured skin mold [23].

2) Position the electrodes on top of this layer, that acts
as dermis. A guide is used to create a grid layout
and to ensure an even spacing between between the
electrodes.

3) Add a thick layer of Ecoflex Gel (about 10mm) on
top of the electrodes, that acts as hypodermis. This
allows malleability, bonds the electrodes between the
two silicones layers and ensures robustness when the
sensor is strained.

4) Solder the electrodes to the dedicated sensing board.
This fabrication process has the advantage to encapsulate

the sensing electrodes between different skin layers, ensuring
robustness and durability. The overall interface can be cut to
any shape (see Fig. 1b), is soft to touch and can absorb col-
lision energy. Unlike previous works that rely on underlying
rigid or semi-flexible PCBs [12], [45], [46], [21], the artificial
skin is completely flexible, resistant to shear and stretch and
can be conformed to 3D curved surfaces of the robot. The
electrodes are connected to the sensing board, which can
lie on the side of the sensing area. An additional layer of
shielding [12] can be positioned under the hypodermis layer
to decrease background noise.

D. Hardware Sensing

For the sensing, we developed Muca1 (Fig. 5), an open-
source mutual capacitance sensing development board. The
board features a single-chip capacitive touch panel controller
IC FT5316DME MCU by FocalTech. The controller board
allows to easily connect 21 transmit electrodes and 12 receive
electrodes by exposing 33 pins. This design enables to solder
driving electrodes (transmit/receive) of up to 15kΩ, and is
well-suited to sense mutual capacitance from 1pF to 4pF .
The chip uses two wires for serial communication via I2C
interface to a host processor, provides an optional interrupt
signal and needs two wires for the 3.3V energy supply. The
board is low-power and uses about 0.05mAh per scan.

The board offers two control modes: Touch Point and
Raw Scanning. In Touch Point mode, the controller uses
an on-chip algorithm to calculate and detect up to 5 finger
contacts. The controller shares the XY coordinates as well
as the contact area at a 60Hz rate. This mode is suitable for
fingertip touch only, but not for advanced touch detection.
The Raw scanning mode reads raw mutual-capacitance val-
ues of all electrode intersections, with a 16 bit resolution.
Built-in hardware gain provides additional level of control

1Development board available at https://muca.cc
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Fig. 5: Open-source Mutual Capacitance development board
(Muca), exposing 33 pins to connect custom electrodes.

over the measurement range and noise. The entire sensor
surface is scanned at a rate of 40Hz, and the resulting raw
capacitance data can be processed using standard computer
vision algorithms.

E. Signal Processing and Touch Detection

The signal processing pipeline is divided into two main
steps: first, the digital hardware calibration, and second,
computer vision. An initial calibration is needed to remove
the variance of the capacitance baseline (about 200 units).
This is due to the manual fabrication of the sensor as well
as the quality of the soldering to the board. We create a
baseline calibration matrix, filled with the average of 16
consecutive readings for each mutual capacitance value.
For every incoming mutual capacitance measurement, we
subtract the baseline and apply a threshold to remove the
95% percentile, considered as background noise.

Computer vision algorithms are used to analyze the signal
and detect touch location. We normalize the array of mutual-
capacitance values after the transformation by the calibration
and store them in a 2D image file of 12x21 pixels resolution
(Fig. 6b. This image is then up-scaled 30 times using the
Lanczos-4 algorithm, which increases its resolution while
supporting an accurate spacial interpolation (Fig. 6c).

Two main types of intentional gestures are commonly
performed on a robot: simple touch with the tip of the finger
and more complex touch (Fig. 6a). To track single finger or
multiple finger touch, we first identify distinct elements in the
image. We convert the grayscale image into a binary image
with a 55% threshold and apply contour and blob detection
(Fig. 6d). We calculate the relative area of each segmented

(a) (b) (c) (d)
Fig. 6: Signal processing pipeline. (a) Examples with finger
touches and complex gesture. (b) Raw measurements from
the sensor after calibration. (c) Up-scaled data using CV. (d)
Blob detection to extract touch location and area.

element and compute their nearest fitting ellipsoid. The
center of the ellipsoid defines the touch point location and
the area can provide information about the touch pressure.
This image processing lasts for about 4ms. To track touch
movement over time, the contour points are stored in a Kd

tree and every new frame we retrieve the closest blob position
in O(logn). Advanced gestures differ from simple touch
contact by their larger areas of contact and their specific
dynamic. Standard approaches for detecting advanced touch
gestures can be applied on the capacitive images [47], [48],
using image segmentation or by discriminating the shape of
the blobs, their orientation and eccentricity as well as their
displacement over time.

III. SENSOR CHARACTERIZATION

In this section, we present the characterization of the skin
sensor. We characterize the properties of a single sensing
capacitor and the touch processing algorithm on the entire
interface. The evaluation was conducted using a skin sensor
(Fig. 1, bottom-right) with a 96mm width, 138mm length,
a 15mm height (depth) and an electrode spacing of 8mm.
The sensor was mounted on a specialized test bench. The
test bench consisted of a hemispherical effector probe with
a 15mm diameter, mounted on a rig controlled in X , Y and
Z positions. The Z-axis origin was set at the exact contact
location between the effector’s head and the skin surface. The
effector was then displaced in the Z axis to apply normal
perpendicular load forces.

A. Mechanical Response

We first conducted an initial mechanical characterization
to better understand how the artificial skin mechanically
responds to contact force. We measured the relation between
the probe penetration in the material as well as the applied
force. We moved the probe with 1mm increments, up to a
5N force. The results are presented in Fig. 7. We can see a
logarithmic relationship between the distance and the applied
force. The first 4mm show a higher stiffness and resistance
than the last one. This is in-line with the biomechanical prop-
erties of human skin [49] and suggests that the mechanical
behavior of the silicone layers is close to human skin. This
result can be explained by the stress distribution inside the
hypodermis layer, but requires more experimental results to
be confirmed. The physical compression might also affect
the global thickness of the dielectric between the electrodes,
which can provide a better response to contact force.

B. Signal-to-Noise Ratio

As a first sensor characterization, we calculated the SNR
(Signal-to-Noise Ratio) of a cross-section of the uncalibrated
sensor using the formula (1) (in decibels, dB). We measured
the signal with and without contact force 20 times for each
hardware gain (30 levels). µnF and σnF are the average and
standard deviation values when there is no contact, and µF

is the average value with contact force applied.

SNRdB = 20log(
|µnF − µF |

σnF
)dB (1)
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Fig. 7: The penetration distance over the applied force
suggests a mechanical resistance in the first millimeters. This
is consistent with the properties of human skin.

The results range from 60dB to 25dB and are presented
in Figure 9a. A higher hardware gain reduces the SNR and
affects the working range of the sensor (Fig. 9b). These
results are above 15, the minimum required for robust touch
sensing [50] and are in line with existing robotic skin sensors
[51]. The noise and sensitivity does not significantly vary
between different manufactured sensors and remain similar
for all cross-sections of the same sensor.

C. Response to Force

We evaluated the sensor response to different levels of
force. With the probe positioned above one electrode cross-
section of electrodes, we moved up and down in increments
of 0.1mm, from 0N to 5N (−8mm into the surface). After
each step, we measured the applied force and the raw mutual
capacitance value (Gain 8). This whole process lasted 2.2
seconds and the operation was repeated 50 times.

Figure 8 shows the response to force, hysteresis and
repeatability properties of our sensor. The sensor response
follows a logarithmic curve. This non-linear response can be
explained in part by the mechanical response of the silicone.
The sensor is responsive to low pressure, and has a good
precision to detect forces above 0.5N . Results show a low
hysteresis: we measured a negligible difference of 2 measure-
ment units between the press down and up. Figure 8 shows
the measurement envelopes for each repetition. The sensor
has repeatable results, with an average standard deviation of
4 units and average mean deviation of 11.
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Fig. 8: Sensor response to normal force. The red and green
lines represent the mutual capacitance values, read during
the press down and press up, respectively.
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Fig. 9: Effect of hardware gain on SNR. The same sensor
can be used for sensitive or robust touch by fine tuning of
the gain. a) SNR for different gain values. b) Example with
four touch contacts (finger pressed down from 0.5s to 1s).

D. Spatial Acuity

To characterize the spatial acuity of the sensor, we defined
a 6 x 5 matrix of points on the sensor, with each point
separated in X and Y directions by 1 cm. While the spatial
resolution at a hardware level is defined by the electrode
spacing, 8mm in our case, our experiment uses the higher-
resolution interpolated values generated by the signal pro-
cessing described above. The test bench sequentially applies
5N of normal force to each point and we compute the
center of the touch point (blob). This operation was repeated
15 times for each point. To measure the spatial acuity,
we measured the relative distance between the software
calculated center position and the real ground truth position,
and computed its average.

The signal processing pipeline provides a 0.5mm spatial
acuity (standard deviation = 0.2mm). Eventual variations in
the top layer surface thickness does not impact the precision
of the sensor. This result is encouraging, as it is higher than
the acuity of human skin (with its 8mm average) [33] and
the resolution of most existing sensors (e.g [52], [14], [21]).

E. Curvature Effect

The sensor does not have an underling solid structure,
hence it can be deformed and conformed to curved surfaces.
We conducted measurements to analyse the effect of curva-
ture on the sensing capabilities. As a baseline, we performed
a measurement with the sensor placed on a flat surface.
We then conducted another series of measurements with the
sensor bent over a curved object, a cylinder with 5cm radius.
Similar to the previous tests, the probe was positioned in
contact with the surface and was moved in the Z-direction
in increments of 0.1mm up to 5N . This was repeated 50
times.

The results are presented in Figure 10a. There is a strong
correlation between the two curves (Pearson’s r=0.996,
p<0.0001), which suggests curvature does not affect the
sensor. However, we can see a different behaviour in the
0N − 1N range (Fig. 10b). This effect might be due to
a response of silicone to bending, and should be further
explored in future work.
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IV. SYSTEM INTEGRATION

As an initial exploration, we attached a robotic skin to
a xArm 6 by ufactory as seen on Figure 1. The artificial
skin is built to conform to the curved surface of the joint
(90mmx180mmx10mm) and has an electrode spacing of
7mm. The sensor is shaped by cutting the corners with
scissors and attached to the robot. The Muca board is
connected to an Arduino Nano and communicates with the
computer vision software. We programmed the robot to react
to touch contact, to ensure the user’s safety: if a sudden
collision is detected (blob with large size), the motion of the
robot is stopped to prevent the user to be hurt.

Beyond safety, this sensor is ideal for social robotics and
collaboration. It is known that social and affective touch
plays a crucial role for communication [53], [3]. And within
this context, the skin is a fundamental biological interface to
sense the world and communicate with others [54].

Gesture recognition algorithms could also help understand
the users’ intended actions and behave accordingly to them.
The sensor is detecting multi-touch contact points with a
high tactile acuity, making it adapted to recognize expressive
gestures such as tickling, stroking or pinching. Compared
to other social-touch skin sensor[55], we achieve a high
resolution while keeping a human-like look and feel. As
application example, we built sensors with different shapes,
curvatures, colors or thicknesses (Fig. 1 and Fig. 11), which
can satisfy various social and cultural norms.

Fig. 11: The sensor can be shaped to conform to any robot.
Here, a skin sensor is attached to a Nao social robot.

V. CONCLUSION AND FUTURE WORK

A. Conclusion
We presented a human-like artificial skin sensor for phys-

ical Human-Robot Interaction. The interface is made of
different layers of silicone and a grid of conductive yarn
that is used to perform mutual capacitance sensing at a high
resolution and high update rate. Collaboration and safety are
critical challenges in Human-Robot Interactions, and can be
enhanced through artificial skin. Our approach focuses on
reproducing the mechanical and sensing properties of human
skin. The proposed flexible sensor is simple in its design,
easy to manufacture, mechanically robust, and conforms to
curved surfaces. Our development board allows to measure
touch with a high accuracy, high repeatability and low
hysteresis. Results show that the sensor skin is able to sense
a force up to 5N and to detect touch with an accuracy of
0.5mm at a 40Hz rate over the full surface. Furthermore, we
demonstrated that the sensor can be used on a curved surface
without impacting its reading performance, which ensures its
ease of integration on a robotic arm to promote intuitive and
safer physical interaction.

B. Future work
Our initial results for characterizing the sensor response

to normal forces are promising. Future tests are planned to
evaluate the sensor performances according to other forces,
such as shear, stretch, or strong collisions. We plan to
characterize the sensor’s response to variable hypodermis
thicknesses and evaluate the effect of electrode spacing
over the spatial resolution. Moreover, the observed two-point
discrimination threshold of the prototype is around 15mm
and needs to be further investigated. The next step towards
a full-body artificial skin for social robots requires to fully
cover a humanoid robot with our artificial skin. Future work
should focus on the scalability of the system. While another
development board is currently being built to allow for more
electrodes pin out and a more compact form factor, it is
also worth exploring how several skins can be interconnected
and how they can conform to a wide range of robotic link
geometries and shape. Another area of research with this
device is the detection of non-grounded objects. The sensor
response depends on capacitance, and the initial calibration
can be impacted by environmental changes (e.g. humidity).
Future work will investigate real-time calibration and the
integration of a shielding layer made of conductive textile.
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